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a user interacting with the computing system is determined,
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commands based on the user identity. A voice-command
suggestion corresponding to the voice command is selected
and presented via a display. If the user speaks the voice-
command suggestion, the computing system executes the
voice command corresponding to the voice-command sug-
gestion.

16 Claims, 12 Drawing Sheets

108
118 P

114—\

12 110




US 9,489,171 B2
Page 2

(56)

8,627,230
9,190,074
2004/0176958

2007/0239637
2008/0046250
2008/0103781

2009/0327979

References Cited

U.S. PATENT DOCUMENTS

B2 1/2014 Boehler et al.

Bl1* 11/2015 LeBeau ..................
Al* 9/2004 Salmenkaita .....

Al  10/2007 Paek et al.

Al 2/2008 Agapi et al.

AL*  5/2008 Wasson .................
Al  12/2009 Haverinen et al.

2011/0126154 A1* 5/2011 Boehler ............. GOG6F 3/0237

715/811

OTHER PUBLICATIONS

G10L 21/10
HO04M 1/72561

Pacek, et al., “Improving Command and Control Speech Recognition

704/275 on Mobile Devices: Using Predictive User Models for Language
Modeling”, In Journal of User Modeling and User-Adapted Inter-
GIOL 1726 action, vol. 17, Issue 1-2, Mar. 2007, pp. 1-31.
704/277

* cited by examiner



US 9,489,171 B2

Sheet 1 of 12

Nov. 8, 2016

U.S. Patent

vol A




U.S. Patent Nov. 8, 2016 Sheet 2 of 12 US 9,489,171 B2

14—
4 )
HOME | STORE PINS |
200~ WANT TO WATCHTv?
SAY “WATCH TV
USER PROFILE FEATURED CONTENT FEATURED APPS
|
PICS 1202 MOVIE A GAME A
“PICS" |
TV SHOW B SOCIALAI\IIDIIEDTWORK
MESSAGES
[ o
o] o
Qo [o)
FRIENDS SONG N VOICE CHAT APP

. J
114 —,

s ~
HOME | STORE PINS I
USER PROFILE FEATURED CONTENT FEATURED APPS

PICS MOVIE A GAME A
—— N | | [ [ soCIAL NETWORK
VOICE SHORTCUTS . SAY IT HERE SAY IT ANYWHERE
INVITE HOME
WANT TO SIGN IN? 304
. : NOTIFICATIONS °~ ' ™ SEARCH
SAY “SIGN IN AS” + YOUR NAME 50 BACK ELp
w306 SHOW MENU WATCH TV
I/I | 1
. / J

/
. FIG. 3



U.S. Patent

TIME

T1 =

T2 -

T3 =

Nov. 8, 2016

Sheet 3 of 12

VOICE SHORTCUTS

WANT TO SIGN IN?
SAY “SIGN IN AS JEFFERY”

R 306

VOICE SHORTCUTS

WANT TO SIGN IN?
SAY “SIGN IN AS WALTER”

R 306

VOICE SHORTCUTS

WANT TO SIGN IN?
SAY “SIGN IN AS THEODORE”

R 306

FIG. 4

US 9,489,171 B2



US 9,489,171 B2

U.S. Patent Nov. 8, 2016 Sheet 4 of 12
114 —

4 N\
HOME STORE PINS :
USER PROFILE FEATURED CONTENT FEATURED APPS

PICS MOVIE A GAME A
—— N | [ 1] SocIAL NETWORK

YOICE SHORTCUTS WANT TO LISTEN TO WANT TO SEE NEWLY

WANT TO CALL PHILLIP? CREEDENCE? RELEASED CONTENT OF
SAY “CALL PHILLIP? 504_) SAY “‘PLAY HALQO?

CREEDENCE" SAY “PLAY HALQO"
502 506 "
y | | 1
. // J
300 FIG. 5
14 —

4 )
HOME | STORE PINS l:
USER PROFILE FEATURED CONTENT FEATURED APPS

PICS MOVIE A GAME A
—— N | [ ]| sociaL NETWORK
VOICE SHORTCUTS WANT TO LISTEN TO WANT TO PLAY SUNSET
WANT TO CALL SAUL? KENNY ROGERS? OVERDRIVE?
SAY “CALL SAUL” SAY “PLAY KENNY SAY “PLAY SUNSET
507 504" ROGERS" .. OVERDRIVE
1/1 |1
/
\_ / J

FIG. 6



U.S. Patent Nov. 8, 2016 Sheet 5 of 12 US 9,489,171 B2

14 —
4 3
HOME | STORE | PINS
700~ GETHERE FASTER - TRY SAYING ‘PURCHASE
MOVIE A” WHILE ON THE MOVIE STORE PAGE
MOVIE A SUCCESSFULLY PURCHASED!
. J

FIG. 7



US 9,489,171 B2

Sheet 6 of 12

Nov. 8, 2016

U.S. Patent

A * A A
wovaaazd I
LNESTUd ONY Iooo,nﬁwo
L sovdNaUSAS DN
HONOUHL TYNDIS AL 3 s
[ NdS3 0L 13NNVHO FONVHO | 028
-
g1g—" TINOIS M1 1gy7g— |
—
a1g—" 009 Wors yr gygg— |
rig—"
JOIA3A AWV HO4
3000 TYNDIS ¥l ININNILIA
-~
2" VY0943 angg— |
o1g—"
| yiv09d3 1sanoR — >
X508
| ONVIWNOD 3010A 37IND003Y |
—P /l
v AN QNI 908
x~
o [ NdSTHOLYM. SAvSwasn | %
Joaaany 08 301A30 FUNLdYD WILSAS ONILNAWOD ($)301A43S ININO



U.S. Patent Nov. 8, 2016 Sheet 7 of 12 US 9,489,171 B2

Ve 900

START
— 902

IDENTIFY USER IDENTITY OF USER(S) INTERACTING WITH COMPUTING SYSTEM

v — 904

RECOGNIZE FIRST USER AS CONTROLLING USER READY TO PROVIDE VOICE
INPUT

v — 906

SELECT FIRST VOICE COMMAND FROM SET OF VOICE COMMANDS BASED ON
USER IDENTITY OF FIRST USER WHILE FIRST USER IS CONTROLLING USER

v — 908
IDENTIFY FIRST VOICE-COMMAND SUGGESTION CORRESPONDING TO FIRST
SELECTED VOICE COMMAND
v 910
PRESENT VIA DISPLAY GRAPHICAL USER INTERFACE INCLUDING FIRST VOICE-
COMMAND SUGGESTION
v 912
RECOGNIZE SECOND USER AS CONTROLLING USER READY TO PROVIDE VOICE
INPUT
v — 914

SELECT SECOND VOICE COMMAND FROM SET OF VOICE COMMANDS BASED ON
USER IDENTITY OF SECOND USER WHILE SECOND USER IS CONTROLLING USER

v 918

IDENTIFY SECOND VOICE-COMMAND SUGGESTION CORRESPONDING TO
SECOND SELECTED VOICE COMMAND

v — 918
PRESENT VIA DISPLAY GRAPHICAL USER INTERFACE INCLUDING SECOND
VOICE-COMMAND SUGGESTION

FIG. 9



U.S. Patent Nov. 8, 2016 Sheet 8 of 12 US 9,489,171 B2

f1 000

START
—1002

IDENTIFY ONE OR MORE CONTEXTUAL STATES OF GRAPHICAL USER
INTERFACE PRESENTED VIA DISPLAY OF COMPUTING SYSTEM

NO 1004
' PLURALITY OF CONTEXTUAL STATES?
YES

v —1006
ASSIGN PRIORITY ORDER TO PLURALITY OF CONTEXTUAL STATES

¥ ,—1008

SELECT VOICE COMMAND FROM SET OF VOICE COMMANDS BASED ON
CONTEXTUAL STATE(S) OF GRAPHICAL USER INTERFACE 1010

SELECT YOICE COMMAND ACCORDING TO PRIORITY ORDER

v 1012
IDENTIFY VOICE-COMMAND SUGGESTION CORRESPONDING TO SELECTED
VOICE COMMAND
v 1014
PRESENT VIA DISPLAY GRAPHICAL USER INTERFACE INCLUDING VOICE-
COMMAND SUGGESTION

FIG. 10



U.S. Patent Nov. 8, 2016 Sheet 9 of 12 US 9,489,171 B2

SELECT PARAMETERIZED VOICE COMMAND FROM SET OF VOICE COMMANDS,
PARAMETERIZED VOICE COMMAND INCLUDING ROOT OPERATION AND
PARAMETER THAT MODIFIES ROOT OPERATION

v 1108
SELECT FIRST VALUE OF PARAMETER
v 1110

IDENTIFY VOICE-COMMAND SUGGESTION CORRESPONDING TO SELECTED
PARAMETERIZED VOICE COMMAND

v 1112

PRESENT VIA DISPLAY GRAPHICAL USER INTERFACE INCLUDING
PARAMETERIZED VOICE-COMMAND SUGGESTION WITH FIRST VALUE OF

PARAMETER
NO 4 1114
—< DURATION EXCEEDED? 5_
YES
’ 1116
SELECT SECOND VALUE OF PARAMETER
v 1118

PRESENT VIA DISPLAY GRAPHICAL USER INTERFACE INCLUDING
PARAMETERIZED VOICE COMMAND WITH SECOND VALUE OF PARAMETER

FIG. 11




U.S. Patent Nov. 8, 2016 Sheet 10 of 12 US 9,489,171 B2

1200
START 4
1202

RECEIVE PLURALITY OF VOICE COMMANDS THAT END WITH PERFORMANCE OF
OPERATION

v

1204
NO / CAN OPERATION BE PERFORMED WITH FEWER VOICE
\ COMMAND THAN PLURALIITY OF VOICE COMMANDS?

YES
l —1206

PRESENT VIA DISPLAY GRAPHICAL USER INTERFACE INCLUDING VOICE-
COMMAND SHORTCUT SUGGESTION SUBSEQUENTLY USEABLE TO PERFORM
OPERATION WITH FEWER VOICE COMMANDS THAN PLURALITY OF VOICE
COMMANDS

FIG. 12



U.S. Patent Nov. 8, 2016 Sheet 11 of 12 US 9,489,171 B2

1300
4
1302

RECEIVE, VIA A MICROPHONE, VOICE INPUT

v 1304
TRANSLATE VOICE INPUT INTO MACHINE-UNDERSTANDABLE REPRESENTATION
OF VOICE INPUT

SELECT OPERATION PERFORMABLE BY AUDIONIDEQ DEVICE AND
CORRESPONDING TO MACHINE-UNDERSTANDABLE REPRESENTATION OF VOICE

INPUT
v 1308
IDENTIFY PROVIDER-SPECIFIC VERSION OF OPERATION
{ 1510

BROADCAST, VIA A BROADCAST DEVICE, SIGNAL CODE FOR OPERATION IN
FORMAT RECOGNIZABLE BY AUDIDMSUAL DEVICE 1312

BROADCAST SIGNAL CODE FOR PROVIDER-SPECIFIC VERSION

FIG. 13



U.S. Patent Nov. 8, 2016 Sheet 12 of 12 US 9,489,171 B2
VISIBLE LIGHT DEPTH BROADCAST
CAMERA(S) CAMERA(S) M'CRﬂZ'gg’NE(S) DEVICE

1418 1420 — 1424

A
v v \ 4
CAPTURE DEVICE 1412

LOGIC MACHINE 1414 STORAGE MACHINE 1416

LOGIC MACHINE 1402

STORAGE MACHINE 1404

DISPLAY SUBSYSTEM 1406

INPUT SUBSYSTEM 1408

COMMUNICATION
SUBSYSTEM 1410

COMPUTING SYSTEM 1400

FIG. 14



US 9,489,171 B2

1
VOICE-COMMAND SUGGESTIONS BASED
ON USER IDENTITY

CROSS-REFERENCE TO RELATED
APPLICATIONS

This application claims priority to U.S. Provisional Appli-
cation No. 61/947,918, filed Mar. 4, 2014 and entitled
“VOICE-COMMAND SUGGESTIONS” the complete con-
tents of which are hereby incorporated herein by reference
for all purposes.

BACKGROUND

Computing systems that support voice input often contain
many different voice commands that a user may need to
learn and remember. Multi-turn conversations between a
user and a computing system may further increase voice
input complexity, since the user needs to learn appropriate
voice command responses for each turn of the conversation.
Traditional help and tutorial systems lack suitable learning
support, either providing superficial information or over-
whelming the user with too much information all at once.

SUMMARY

A user identity of a user interacting with a computing
system may be identified. A voice command may be selected
from a set of voice commands based on the user identity. A
voice-command suggestion corresponding to the voice com-
mand may be identified. A graphical user interface including
the voice-command suggestion may be presented via a
display.

This Summary is provided to introduce a selection of
concepts in a simplified form that are further described
below in the Detailed Description. This Summary is not
intended to identify key features or essential features of the
claimed subject matter, nor is it intended to be used to limit
the scope of the claimed subject matter. Furthermore, the
claimed subject matter is not limited to implementations that
solve any or all disadvantages noted in any part of this
disclosure.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 shows an example entertainment environment.

FIG. 2 shows an example graphical user interface (GUI)
including an example voice-command suggestion.

FIG. 3 shows an example GUI including an example
overlay of voice-command suggestions.

FIG. 4 shows an example scenario in which different
parameters of a voice-command suggestion are displayed
over a time period in a GUL

FIG. 5 shows an example GUI including parameterized
voice-command suggestions including personalized values
of parameters.

FIG. 6 shows the example GUI of FIG. 5 including
parameterized voice-command suggestions including
dynamically changed personalized values of parameters.

FIG. 7 shows an example GUI including a voice-com-
mand suggestion for a shortcut to performing an operation.

FIG. 8 shows an example communication flow diagram.

FIG. 9 shows an example method for presenting person-
alized voice-command suggestions.

FIG. 10 shows an example method for presenting context-
specific voice-command suggestions.
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2

FIG. 11 shows an example method for presenting param-
eterized voice-command suggestions.

FIG. 12 shows an example method for presenting a
voice-command shortcut suggestion.

FIG. 13 shows an example method for controlling audio/
video (A/V) devices based on voice input.

FIG. 14 shows an example computing system.

DETAILED DESCRIPTION

FIG. 1 shows a non-limiting example of an entertainment
environment 100. In particular, FIG. 1 shows a computing
system 102 in the form of an entertainment console that may
be used to play a variety of different games, play one or more
different media types, and/or execute non-game applications
and/or operating systems. The computing system 102 is
connected to a display device 104 such as a television or a
computer monitor, which may be configured to present
media content, game visuals, non-game computing content,
etc. to users in entertainment environment 100.

In some cases, the computing system 102 may act as a
content source, such as by executing a video game stored on
computer-readable media (e.g., an optical disc) or local
storage device of the computing system. In other cases, the
computing system 102 may be configured to provide inter-
mediate control of content provided by another source. In
the illustrated example, the computing system 102 is con-
nected to a content source device 106 in the form of a cable
box.

The content source device 106 may be configured to
provide linear and non-linear content for presentation via the
display device 104. Linear content may include any suitable
form of live or time synchronous content, such as live
television programming. Non-linear content may include
any suitable form of time asynchronous or time-shifted
content, such as previously recorded television program-
ming or video on-demand content. It will be understood that
content source device 106 may provide any suitable content
to computing system 102 and/or display device 104 without
departing from the scope of the present disclosure.

In some implementations, computing system 102 may
include video and/or audio signal pass-through functionality
(e.g., HDMI pass-through). In particular, pass-through func-
tionality may allow a video and/or audio signal sent from
content source device 106 to be directed through computing
system 102 to display device 104 with little or no modifi-
cation to the signal by the computing system. Such pass-
through functionality may reduce losses in signal quality
while also allowing for computing system 102 to control
transmission of the signal to display device 104. The pass-
through may provide additional functionality, such as over-
laying a graphical user interface (GUI) on top of the existing
video signal and other functionality described in further
detail herein.

In some implementations, computing system 102 addi-
tionally and/or alternatively may be configured to commu-
nicate with one or more remote computing systems, not
shown in FIG. 1. For example, computing system 102 may
receive video content directly from a broadcaster, third-party
media delivery service, or other content provider. Comput-
ing system 102 may also communicate with one or more
remote services via the Internet or another network, for
example in order to analyze received audio and/or image
data, perform speech recognition, etc.

Computing system 102 may include a shell configured to
provide a GUI 114 that allows users to access (e.g., via voice
commands) various operating system (OS) services and
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applications executed by computing system 102. GUI 114
may be visually organized in any suitable manner without
departing from the scope of the present disclosure. For
example, GUI 114 may present various destinations or pages
in the shell. Such destinations or pages may include different
applications and/or digital content. For example, digital
content may include music, movies, TV programs, games,
and other forms of digital media. In one example, GUI 114
may include a home page providing access to applications,
digital content, and other shell destinations. In some cases,
the home page may be curated based on preferences, behav-
ior, and previous interactions of a user (or a group of users,
e.g., a family).

Computing system 102 may be configured to support
execution of a plurality of different applications. For
example, GUI 114 may provide support for a diverse eco-
system of applications provided by computing system 102
and/or third-parties. For example, GUI 114 may include a
shell destination in the form of an application store or portal
for acquiring various applications and/or digital content.
Further, acquired (e.g., downloaded) applications may be
organized at various shell destinations and/or located or
“pinned” on the home page.

Computing system 102 may be configured to support
multi-tasking between different applications as well as back-
ground services. In one example, computing system 102
may be configured to support switching quickly between
different applications that occupy the full screen of GUI 114.
In another example, computing system 102 may be config-
ured to display two or more applications simultaneously in
a split-screen “snap” mode of GUI 114. In the illustrated
implementation, GUI 114 is operating in the snap mode in
which a TV feed 116 (e.g., provided via pass-through from
content source device 106) and a social network application
118 are displayed simultaneously on display device 104. In
yet another example, computing system 102 may be con-
figured to run services or other tasks in the background while
using different application in the foreground. In some imple-
mentations, such applications and background services may
correspond to different contextual states of the computing
system 102. In one example, user control of context-specific
and multi-tasking functionality may be provided via voice
commands as will be discussed in further detail herein.

The entertainment environment 100 further includes a
capture device 108 that audibly and/or visually tracks
objects within an observed scene. Capture device 108 may
be operatively connected to the computing system 102 via
one or more wired or wireless interfaces. In one non-limiting
example, capture device 108 may include an infrared light
source to project infrared light onto the physical space and
a depth camera configured to receive infrared light. The
capture device also may comprise other sensors, including
but not limited to two-dimensional image sensor(s) (e.g., a
visible light camera such as an RGB image sensor and/or a
grayscale sensor) and one or more microphones (e.g., a
directional microphone array).

Capture device 108 may be used to recognize, analyze,
and/or track one or more human subjects within a physical
space. In the illustrated implementation, capture device 108
may track a user 110 and a user 112. In one example, an
infrared (IR) light source of capture device 108 may emit IR
light that is reflected off objects in the physical space
including users 110 and 112. The reflected IR light may be
received by a depth camera of capture device 108. A depth
map of the physical space may be constructed based on the
received IR light. Capture device 108 may output depth
maps to computing system 102, and the computing system
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may create a representation of the physical space based on
the depth maps. The representation may be analyzed to
recognize a position and/or orientation of objects in the
physical space. Further, such information may be used to
identify and differentiate each user interacting with the
computing system (e.g., viewing the display, providing
gesture-based input, providing voice input, providing con-
trol device input, and other suitable interactions), track
movement of one or more users, perform gesture recognition
of recognized users, etc. It will be understood that virtually
any depth finding technology or other image analysis may be
used to track users without departing from the scope of this
disclosure.

Additionally or alternatively, capture device 108 may be
configured to capture audio data that may be used to provide
user input to computing system 102 in the form of voice
commands. In one example, a directional microphone of
capture device 108 may be used to capture speech from a
user. Further, signals corresponding to the captured speech
may be sent to computing system 102 to be analyzed by a
speech recognition system to translate the voice input into a
machine-understandable representation of the voice input. It
will be understood that captured speech may be analyzed in
any suitable manner to determine a voice command.

In some implementations, computing system 102 may be
configured to include an always-available speech recogni-
tion system that can be triggered by a user without pressing
a button or interacting directly with any physical device to
activate voice commands. In some implementations, the
speech recognition system may be incorporated into an OS
of computing system 102 such that the speech recognition
system may be used platform-wide to control different
interactions with different applications and/or services
executed by the computing system.

In some implementations, capture device 108 may be
configured to track a user using both audio and video data
cooperatively. In one example, the video data may be used
to establish an identity of a speaker. In another example,
speech data captured by a directional microphone may be
used to determine from which direction a speech command
is being issued. Further, one or more cameras of the capture
device optionally may image a user in the determined
direction to confirm that the user provided the speech
command. More, particularly, in one example, movements
of the user (e.g., movements of the mouth, tongue, and/or
throat) may be used to determine if the user is speaking. If
it is determined that the user is speaking, audio data received
by computing system 102 may be analyzed to recognize one
or more of the words spoken by the user. The mouth, tongue,
and/or throat movements also may be used to augment the
process of identifying the spoken words, for example by
confirming that the identified words were spoken, adding
additional identified spoken words, etc.

In a scenario where multiple users are located in the
entertainment environment, relative positions and/or orien-
tations of each user may be used to distinguish which users
are speaking to provide speech input for controlling com-
puting system 102. In one example, if a user is not facing
capture device 108 when speaking, then it may be deter-
mined that the user is not providing speech input.

Furthermore, computing system 102 may be configured to
identify each user in the entertainment environment based
on audio and/or video data received from capture device
108. For example, facial recognition, voiceprint identifica-
tion, anatomical measurements (e.g., derived from depth
map information), and/or other suitable techniques may be
used to determine a biometric identity of a user in the



US 9,489,171 B2

5

entertainment environment. In one particular example, voice
input directionally identified with a beam forming micro-
phone array may be correlated with any biometric identifi-
cation discerned using standard and/or depth video to iden-
tify a user. It will be understood that user identification can
be accomplished in any suitable manner.

Furthermore, once a user has been identified, that user
may be tracked (via the capture device, for example) and
such tracking may be associated with the user’s identity.
Such identity based tracking may help to facilitate the
efficient matching of future recognized speech to identified
speakers, and therefore to quickly identify which speech
recognition model/parameters to use for a particular user
(e.g., to tune the speech recognition for that user).

In some implementations, capture device 108 may include
a broadcast device configured to broadcast control signals to
audio/video devices in the entertainment environment. In
one example, a broadcast device may include an IR trans-
mitter or “blaster” configured to emit controlled bursts of
infrared light into the entertainment environment. The IR
blaster may be used to emulate signals typically sent from an
associated IR remote control device to autonomously control
a device that is otherwise controlled by that associated IR
remote control device. Accordingly, the capture device may
be configured to send control command signals to control
various audio/video (A/V) components (e.g., display device
104 and content source device 106) in the entertainment
environment via the IR blaster.

In another example, the broadcast device may include a
local-area network broadcast device configured to broadcast
wired or wireless signals to audio/video devices on a local-
area network of the entertainment environment. For
example, the computing system 102, the display device 104,
and the content source device 106 may be connected to a
local-area network, and the broadcast device may send
signals via the local-area network to control such devices
based on voice input from a user.

In another example, the broadcast device may include a
consumer electronic control (CEC) broadcast device con-
figured to broadcast CEC signals to audio/video devices via
different high-definition multimedia interface (HDMI) links
with the broadcast device. For example, the computing
system 102, the display device 104, and the content source
device 106 may be connected via HDMI links, and the
broadcast device may send CEC signals via the HDMI links
to control such devices based on voice input from a user.

In some implementations, the broadcast device may be a
standalone device that is not incorporated into the capture
device. In some implementations, the broadcast device may
be incorporated into one or more audio/video devices and or
computing systems in the entertainment environment.

The above described features of capture device 108 may
be leveraged by computing system 102 to provide various
functions to users in the entertainment environment. For
example, information from capture device 108 may be used
by computing system 102 to provide video and/or voice chat
capabilities with remote users. In one example, capture
device 108 may capture video and audio data of user 110
interacting with entertainment environment 100. Further,
computing system 102 may send the captured video and
audio data to another remotely located user’s computer as
part of a video chat session. In some implementations, such
video chat functionality may be incorporated into an appli-
cation that may be executed simultaneously with other
applications by computing system 102.

In another example, the identification of users and track-
ing of identified users may allow for users to provide voice
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commands to control various operations of computing sys-
tem 102. Further, each voice command may be automati-
cally associated with a speaking user’s identity that enables
that command to have personalized results and personalized
suggestions for controlling computing system 102.

Computing system 102 may be configured to recognize
platform-wide voice commands as well as application and/or
context-specific voice commands. Platform-wide voice
commands may be usable from anywhere in the shell/GUI,
regardless of which application or activity the user is cur-
rently engaged in. Non-limiting example interactions that
may be enabled by platform-wide voice commands may
include: navigating to a shell destination, such as a home
page, settings, social or media hub, etc.; launching an
application or switching back to a recent or currently run-
ning application; launching or resuming an activity, such as
watching TV, video, music, gameplay, or web browsing;
snapping an application next to the current application(s), or
hiding one of the currently snapped applications from view;
switching input focus between currently running applica-
tions (e.g., to enable speech commands or other input events
to target that application); controlling background music
without leaving the current foreground experience; control-
ling background VOIP communications without leaving the
current foreground experience; and controlling background
game digital video recorder (DVR) recording without inter-
rupting the gameplay being recorded. It will be understood
that a platform-wide voice command may control any suit-
able operation of computing system 102 without departing
from the scope of the present disclosure.

Furthermore, application-specific voice commands only
may be recognized under certain conditions. In one example,
application-specific voice commands associated with a par-
ticular application only may be recognized when that par-
ticular application is being executed. In some cases, such
voice commands only may be recognized when that appli-
cation is displayed in GUI 114. In other cases, such voice
commands may be recognized when that application is
running in the background (e.g., controlling a music appli-
cation running in the background). In another example, in a
scenario where multiple applications are being executed
simultaneously (e.g., in the snap mode), application-specific
voice commands only may be recognized when the appli-
cation associated with the application-specific voice com-
mands is given focus over the other active applications.

Like application-specific voice commands, context-spe-
cific voice commands only may be recognized under certain
conditions or contextual states of the GUI or computing
system 102. For example, the contextual states may include
a music state, a video state, a gameplay state, and a com-
munication state. In one example, the computing system
may be in the music state when a background music service
or music application is being executed and/or presenting
music or other audio content. In one example, the computing
system may be in the video state when a background video
service or video application is being executed and/or pre-
senting video or other visual content. In one example, the
computing system may be in the gameplay state when a
video game is being executed. In one example, the comput-
ing system may be in the communication state when a
background communication service or communication
application is being executed and/or communication (e.g.,
VOIP, video conference, or other form of communication) is
initiated with a remote user.

In another example, context-specific voice commands
may be further related to a particular user, and such voice
commands only may be recognized when those voice com-
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mands are spoken by that user. For example, voice com-
mands for modifying Jeffery’s user profile may only be
recognized when spoken by Jeffery. It will be understood
that this is merely one example, and application-specific
voice commands and context-specific voice commands may
be recognized based on any suitable conditions. Note that in
some implementations application-specific voice commands
may be considered as a type of context-specific voice
command.

In some implementations, some voice commands may be
parameterized—meaning a function of the voice command
may change based on a parameter used in the voice com-
mand. Stated another way, a parameterized voice command
may include a root operation and one or more parameters
that modify the root operation. Non-limiting examples of
voice command parameters include application names,
friend names, content names, etc. In one example, a “call”
root voice command may be modified by a “friend” param-
eter. As such, if a user says “call Walter,” then computing
system 102 may look up a contact number for Walter in the
user’s friend list and initiate a voice-over internet protocol
(VOIP) call or chat session to Walter’s number. On the other
hand, if a user says “call Theodore,” then computing system
102 may look up a contact number for Theodore in the user’s
friend list and initiate a VOIP call to Theodore’s number. In
other words, the response to the “call” voice command may
change based on the parameter selected by the user.

In another example, parameterized voice commands that
reference the name of an application or game as a parameter
may be particularly useful in the above described computing
system, because of the extensive use of applications in the
computing system. In particular, parameterized voice com-
mands may provide an easy way to launch, navigate to, or
otherwise use an application installed on computing system
102.

Furthermore, parameterized voice commands may allow
the user to quickly download and install new applications
without needing to search through an online storefront.
Rather, in one example, a user may merely say “buy”+an
application/game title as a parameter to initiate purchase of
that application/game. In this particular example, to ensure
high accuracy for the speech recognition, the application/
game parameter may be limited to a set of available appli-
cations/games. In one example, the set of available appli-
cations/games may be limited to applications pinned or
marked as favorites by the user or members of a group to
which the user belongs (e.g., the user’s family). In another
example, the set of available applications/games may be
limited to applications that have been downloaded by friends
in the user’s online social graph. In another example, the set
of available applications/games may be limited to applica-
tions that are popular with the community at large. In
another example, the set of available applications/games
may be limited to applications that have been manually
curated by an online service, such as to promote a recently
released or advertised title, and other suitable applications.
In another example, the set of available applications/games
may be limited to some combination of the examples
described above.

Similarly, voice commands may be used to quickly down-
load applications/games owned by the user but not currently
installed on the computing system (e.g., applications pur-
chased on another computing system).

It will be understood that any suitable parameter may be
used to modify a voice command without departing from the
scope of the present disclosure. In some cases, a voice
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command may include a plurality of parameters that each
may change the response to the voice command.

Due to the complex nature of the shell and general
operation of computing system 102 there may exist a
multitude of voice commands that may be used in numerous
different situations while interacting with the computing
system. The use of voice commands may produce a number
of factors that may inhibit the user from learning the voice
commands. A total number of voice commands supported in
the system may be too large for most users to reasonably
memorize. Computing system 102 may be configured such
that a user must speak voice commands using specific syntax
and terminology to successfully use voice commands. In
other words, in some implementations, computing system
102 may not support unrestricted natural language input.
Although in other implementations, computing system 102
may support unrestricted natural language input. Many
commands may be only contextually available or relevant
(e.g., “pause” only applies when media is playing). Many
commands may be parameterized (e.g., a “go to <application
name>" command can be used to launch many different
applications).

Accordingly, computing system 102 may be configured to
provide suggestions and tips that may help users learn how
to use voice commands appropriately in order to efficiently
and successfully control operation of the computing system.

In some cases, voice-command suggestions may be dis-
played proactively (and unobtrusively) in the GUI. For
example, as shown in FIG. 2, GUI 114 is directed to a home
page of the shell. The home page includes various links or
launch points to digital content, applications, and other
information associated with a user (or group of users). As
user(s) interact with the home page, computing system 102
may display a voice-command suggestion 200 in GUI 114
without being prompted by the user. Voice-command sug-
gestion 200 may include a microphone icon that may be
easily recognized by a user as being a voice-command
suggestion. This is merely one example of a voice-command
suggestion icon, and it will be understood that any suitable
visual cue may be employed. Such unprompted voice-
command suggestions may be displayed based on any
suitable factors and may be displayed at any suitable time.

In some implementations, each link of the home page may
include a voice-command suggestion or cue for launching or
navigating to the corresponding content, application, etc.
For example, a voice-command suggestion 202 including
the term “pics” may be displayed by a link to a shell
destination where a user’s pictures are displayed. The voice-
command “pics” may be spoken by a user to navigate to the
shell destination where the pictures are displayed.

In the illustrated implementation, suggested voice com-
mands are indicated by quotations. However, it will be
understood that voice-command suggestions may be visu-
ally indicated in any suitable manner. In one example, all
voice-command suggestions may be displayed in the same
color in order to make them easy to identify by users as
being voice-command suggestions. The color used for
voice-command suggestions may be reserved for voice
command suggestions, such that no other text is displayed in
that color. In another example, voice-command suggestions
may be organized into different categories that may be color
coded. In another example, voice-command suggestions
may apply to specific users. Accordingly, different voice-
command suggestions that apply to different users may be
presented with different visual indications. For example,
voice-command suggestions that apply to a first user may be
presented in a first color, and voice-command suggestions
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that apply to a second user may be presented in a second
color that differs from the first color. Any suitable visual
indication may be used to associate voice-command sug-
gestions with different users.

In some cases, voice-command suggestions may be dis-
played in an overlay that can be quickly summoned by a
user. For example, as shown in FIG. 3, GUI 114 includes a
voice-command suggestion overlay 300 that is displayed in
front of the home page. In one example, a user may summon
overlay 300 by saying “help,” “computer select,” or another
specific command. Overlay 300 may be presented respon-
sive to any suitable request for voice-command suggestions
received via user input. In some cases, overlay 300 may
include voice-command suggestions 302 that are application
and/or context specific. In the illustrated example, voice-
command suggestions 302 may be context-specific and may
be particularly applicable to the home page. Further, overlay
300 may include voice-command suggestions 304 that are
applicable platform-wide and may be usable in any portion
of the shell.

In some implementations, the computing system 102 may
be configured to present a parameterized voice-command
suggestion 306. Parameterized voice-command suggestion
306 may correspond to a parameterized voice command
including a root operation and a parameter that modifies the
root operation. In the illustrated example, parameterized
voice-command suggestion 306 includes a voice-command
having a “your name” parameter. The computing system
may respond differently based on the parameter (e.g., name)
that is used with the voice-command. In one example, if a
user says “sign in as Jeffery” then the computing system may
configure the home page (and other destinations in the shell)
based on Jeffery’s preferences. On the other hand, if a user
says “sign in as Walter” then the computing system may
configure the home screen and other destinations in the shell
based on Walter’s preferences.

In some implementations, parameterized voice-command
suggestion 306 may be application and/or context specific.
In this example, the “sign in” voice-command suggestion
may be selected for display in overlay 300 based on GUI 114
being directed to the homepage. The root and/or the param-
eter of a parameterized voice-command suggestion may be
selected for presentation in any suitable manner. In some
implementations, a parameterized voice-command sugges-
tion may be displayed with a personalized parameter value
selected based on a user identity. In some implementations,
a parameterized voice-command suggestion may be dis-
played with a context-specific parameter value selected
based on an identified contextual state.

Furthermore, in some implementations, the computing
system 102 may be configured to dynamically change a
parameter value over time to include different parameter
values to aid users in finding a suitable voice command. The
parameter values displayed with the voice-command sug-
gestion may be changed in any suitable manner. Moreover,
the examples may be dynamically changed responsive to
exceeding any suitable duration or based on another trigger.
In one example, a first personalized parameter value selected
based on a user identity may be changed to a different
personalized parameter value selected based on the same
user identity. In another example, a first context-specific
parameter value selected based on a first contextual state
may be changed to a different context-specific parameter
value selected based on a second contextual state that differs
from the first contextual state. In another example, a context-
specific parameter value selected based on a first contextual
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state may be changed to a different context-specific param-
eter value selected based on the same contextual state.

In some cases, if multiple users are interacting with the
computing system, then voice-command suggestions may be
dynamically changed with information related to the differ-
ent users.

In one example scenario shown in FIG. 4, the computing
system identifies that Jeffery, Theodore, and Walter are
interacting with the computing system. Accordingly, param-
eterized voice-command suggestion 306 is displayed to
suggest that the users sign in to the computing system in
order to personalize appearances and other settings of the
computing system. In particular, at time T1, parameterized
voice-command suggestion 306 includes “Jeffery” as the
parameter. Further, at time T2, parameterized voice-com-
mand suggestion 306 is updated to include “Walter” as the
parameter. Further still, at time T3 parameterized voice-
command suggestion 306 is updated again to include “Theo-
dore” as the parameter. In one example, the parameter may
be changed after a period of time without receiving a
response.

Similarly, in a single user scenario, a parameter in a
parameterized voice-command suggestion may cycle
through different parameter information related to a single
user. In one example, names of different friends listed in a
contact list of a user may be used to update a friend
parameter in a parameterized voice-command suggestion.
More particularly, a name of a different friend in the contact
list may be displayed at regular intervals to cycle through the
contact list while the overlay is being displayed.

In some implementations, parameters of voice-command
suggestions may be personalized based on an identified user
(e.g., via biometric identification). In one example, comput-
ing system 102 may determine that an identified user has a
friend named Phillip listed as a contact in a list of contacts,
and as shown in FIG. 5, a friend parameter of a voice-
command suggestion 502 may be personalized to say “Want
to call Phillip? Say ‘call Phillip’.” Further, responsive to
exceeding predetermined duration (e.g., five seconds) with-
out receiving suitable voice input, the parameterized voice-
command suggestion may be dynamically changed, as
shown in FIG. 6, to present a different personalized example.
For example, the voice-command suggestion 502 may be
dynamically changed to list a different friend named Saul
listed as a contact in the list of contacts. In particular, the
voice-command suggestion 502 may be personalized to say
“Want to call Saul? Say ‘call Saul’.”

In another example, computing system 102 may deter-
mine that the identified user has recently purchased a
Creedence album (e.g., via a store page of the shell), and an
artist parameter of a voice-command suggestion 504 may be
personalized to say “Want to listen to Creedence? Say ‘play
Creedence’.” Further, responsive to exceeding a predeter-
mined duration (e.g., five seconds) without receiving suit-
able voice input, the parameterized voice-command sugges-
tion may be dynamically changed, as shown in FIG. 6, to
present a different personalized example. For example, the
voice-command suggestion 502 may be dynamically
changed to list a different artist to which the user most
frequently listens. In particular, the voice-command sugges-
tion 502 may be personalized to say “Want to listen to Kenny
Rogers? Say ‘play Kenny Rogers’.”

In another example, developers of computing system 102
may be partnered with a video game studio that releases new
content for a video game, such as Halo. A game parameter
of'a voice-command suggestion 506 may be personalized or
dynamically changed to align with a promotion for the new
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content. In particular, voice-command suggestion 506 may
say “Want to see newly released content of Halo? Say ‘play
Halo’.” Further, responsive to exceeding predetermined
duration (e.g., five seconds) without receiving suitable voice
input, the parameterized voice-command suggestion may be
dynamically changed, as shown in FIG. 6, to present a
different personalized example. For example, the voice-
command suggestion 502 may be dynamically changed to
list a different video game that the user most frequently
plays. In particular, the voice-command suggestion 502 may
be personalized to say “Want to play Sunset Overdrive? Say
‘play Sunset Overdrive’.”

In another example, parameters of voice-command sug-
gestions may be personalized based on information related
to consumption habits of the user’s friends. It will be
understood that a voice-command suggestion parameter
may be personalized based on any suitable user related
information.

The computing system 102 may be configured to make
intelligent decisions about which voice-command sugges-
tions are selected for presentation based on various factors.
In one example, the computing system 102 may be config-
ured to select one or more voice commands from a set of
voice commands based on one or more factors. In one
example, the set of voice commands may include a voice-
command library that includes all voice commands under-
stood by the computing system 102, and/or applicable to
control operation of the computing system 102, and/or
applicable to control operation of another audio/video
device in the entertainment environment. Any suitable num-
ber of voice commands may be selected for presentation
based on any suitable factor or combination of factors.

The set of voice commands from which the corresponding
voice command suggestions are selected includes only the
voice commands that the computing system is currently
configured to understand and process. In this manner, the
system will not suggest voice commands that the system is
not currently able to understand or process. As such, before
suggesting any voice commands, the system may access a
database that includes the set of currently understandable
and processable voice commands. Furthermore, the com-
puting system may dynamically update this database.

In some implementations, voice-command suggestions
may be selected for presentation based on a current state of
GUI 114 and/or of the computing system 102. For example,
particular voice-command suggestions may be displayed
based on a shell destination currently being displayed in the
GUI, controls currently being displayed on the screen, media
currently being played, online communications with other
users being in progress, a user currently multitasking
between multiple applications, and other suitable states of
the GUL.

In one example, to simplify the process of selecting voice
commands to suggest for the current state of the GUI,
voice-command suggestions may be divided into a set of
basic computing contexts. For example, these contexts may
include: music is playing, video is playing, a video game is
being played, a VOIP communication is in progress, two or
more applications are snapped side-by-side for multitasking,
and a default context for GUI navigation scenarios. For
example, the music context may include voice-command
suggestions to play and pause music, mute the volume and
skip between tracks in a playlist. For example, the video
context may include voice-command suggestions to play
and pause video, mute the volume, and rewind and fast
forward video. For example, the gameplay context may
include voice-command suggestions to pause gameplay,

10

15

20

25

30

35

40

45

50

55

60

65

12

invite friends to play a game, save a game, and quit a game.
For example, the VOIP communication context may include
voice-command suggestions to call a friend, increase and
decrease call volume, and end a call. For example, the snap
mode may include voice-command suggestions to switch
focus between different applications and enlarge an appli-
cation to full screen. For example, the default GUI naviga-
tion context may include voice-command suggestions to
navigate to a particular shell destination, go to the home
page, open a web browser, and send an email.

In some cases, the GUI 114 and/or the computing system
102 may operate in a plurality of contextual states at the
same time. For example, the GUI 114 may operate in a
plurality of contextual states when a plurality of applications
are displayed at the same time (e.g., a multitasking snap
mode), an application is displayed while a background
service is performing an operation (e.g. a video game is
being played while a chat session is being performed), a
plurality of background services are performing operations
in parallel (e.g., a media content item is being downloaded
while music is being played), or another multitasking sce-
nario occurs.

In some embodiments, the above described contexts may
be ranked in priority order, since more than one context may
apply at the same time (e.g., multitasking while video is
playing). In one example, the computing system 102 may be
configured to identify a plurality of contextual states, assign
a priority order to the plurality of contextual states, and
select one or more voice commands according to the priority
order. In one example, different contextual states may have
different predetermined priority rankings, and the priority
rankings of each identified contextual state may be com-
pared to produce the priority order. In another example,
priority rankings of contextual states may be determined
based on a user identity, such as based on preferences of a
user. In some implementations, the priority order may be
dynamically changed based on the preferences of the user.
For example, if a user previously listened to music more
often than the user played video games, then music related
voice-command suggestions previously may have been pri-
oritized over video game related voice commands. However,
if the preferences of the user change such that the user now
plays video games more often than the user listens to music,
then the priority order may be dynamically changed to
prioritize video game related voice-command suggestions
over music related voice-command suggestions.

In another example, an application or service that cur-
rently has focus (e.g., is currently being displayed and/or is
being interacted with by a user) over the other of the
plurality of contextual states may be assigned a highest
priority of the priority order. In one example, a voice
command may be selected based on the voice command
being associated with a contextual state having the highest
priority.

In another example where a plurality of voice commands
are selected for presentation as context-specific voice-com-
mand suggestions, voice command selections may be made
starting with a contextual state having the highest priority
and moving down the priority order to make additional
selections. In such an example, voice-command suggestions
associated with contextual states having higher priority in
the priority order may be more likely to be displayed over
voice-command suggestions associated with lower priority
contextual states.

In another example where a plurality of voice commands
are selected for presentation as context-specific voice-com-
mand suggestions, a selected number of displayed context-
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specific voice-command suggestions corresponding to a
contextual state having a higher priority may be greater than
a selected number of displayed context-specific voice-com-
mand suggestions corresponding to a contextual state having
a lower priority.

In some implementations, voice-command suggestions
may be selected for presentation based on an identity of one
or more users interacting with the computing system. In one
example, the computing system 102 may be configured to
identify a user identity of a user interacting with the com-
puting system. For example, the capture device 108 may
capture audio and/or video data that may be used by the
computing system to biometrically identify a user. In one
example, the computing system 102 may biometrically
identify a user by performing facial recognition on video
data received from the capture device 108. In some imple-
mentations, identifying a user may include associating the
user with a user identify or profile. The user identity may
include any suitable information that characterizes the user.
For example, a user identity may include user preferences,
customizations, user interaction history, achievements and
rewards, relationships and associations in social networks,
and other suitable information.

In one example, voice-command suggestions may be
displayed based on a user’s history of previous voice com-
mands. For example, voice commands that have been
repeatedly used successfully by the user may be omitted
from any displayed suggestions and instead replaced by
other voice-command suggestions that have not previously
been successfully employed by the user. In other words, as
a user learns various voice commands, new or different
voice commands may be suggested to the user. Further,
voice commands may be suggested that expand on voice
scenarios the user has used in the past. For example, if a user
has successfully used the voice command “play music” in
the past, then the overlay may display suggestions including
“rewind music,” “pause music,” “play next track,” and other
voice commands related to control of playing music.

In another example, voice-command suggestions may be
displayed based on a user’s other product usage. For
example, voice commands related to tasks that a user has
expressed interest in may be suggested over other voice
commands. In one example, if a user favors watching TV
more than listening to music, then voice commands relating
to controlling TV may be suggested over voice commands
relating to controlling music. In some embodiments, such
voice commands may be suggested even if the user had not
employed voice commands previously for such tasks. In
another example, voice-command suggestions correspond-
ing to voice commands for controlling an application that
has been used by the user may be selected for presentation.
In one example, if a user favors using a streaming video
content application, then voice-command suggestions cor-
responding to voice command for controlling the streaming
video content application may be selected for presentation.

In another example, voice-command suggestions may be
displayed based on a user’s history of seeing suggestions.
For example, if a user has repeatedly ignored a particular
suggestion previously included in overlay 300, that sugges-
tion may be omitted from being included next time overlay
300 is displayed or may be postponed from being displayed
in overlay 300 for a period of time.

In another example, voice-command suggestions may be
manually curated. For example, computing system opera-
tors, content developers, and/or third parties may provide
new voice commands once the computing system has been
released for use, and such new voice commands may be
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suggested over other older voice commands. In one
example, new voice commands may align with a current
marketing campaign and may be dynamically suggested.

In some implementations, the set of voice commands
from which a voice command may be selected based on user
identity may be limited to a context-specific subset of the set
of voice commands. In other words, a voice command may
be selected based on user identity and contextual state. In
one example, the context-specific subset may be limited to
voice commands for controlling operation of the computing
system according to an identified contextual state. For
example, if the computing system is operating in a music
playing contextual state, then the subset of voice commands
may be limited to voice commands for controlling how
music is played (e.g., voice commands for changing select-
ing music to be played, changing volume, skipping tracks,
pausing music, and other music related functionality). In
such implementations, a voice command may be selected
from the set of voice commands based on any suitable aspect
of the user identity.

In some implementations where a plurality of voice-
command suggestions are selected for presentation, the
computing device may be configured to select some of the
plurality of voice-command suggestions based on contextual
state and separately select some of the plurality of voice-
command suggestions based on user identity independent of
contextual state.

Furthermore, in some implementations, voice-command
suggestions may be dynamically selected for presentation
based on a user that is recognized as a controlling user ready
to provide voice input to the computing system. In one
example, whenever a user provides voice input that user may
be recognized as the controlling user. In another example, a
user may be recognized as a controlling user responsive to
providing other modes of user input (e.g., gesture input,
controller-device input, or another form of user input).
Control may be given to a user responsive to performing any
suitable action or providing any suitable user input.

In such implementations, a voice-command suggestion
may be selected based on a user identity of a controlling
user, when control is switched to a different user, a different
voice-command suggestion may be selected based the dif-
ferent user’s identity. In such implementations, the comput-
ing system may dynamically change the voice-command
suggestion being presented in order to reflect the difference
in identities and corresponding preferences, habits, experi-
ences, skills and other characteristics of the different con-
trolling users. In other words, the computing system per-
sonalizes the voice-command suggestions according to
whichever user is determined to be most likely to provide
voice input.

In some implementations, computing system 102 may
periodically display inline suggestions while a user is per-
forming a task. These suggestions may encourage the user to
try a voice command, or suggest the next step in a multiple-
turn voice conversation with computing system 102. In
some cases, the suggested actions may replace a longer
alternative process previously carried out by the user. In
particular, these inline suggestions may be used to correct
inefficiencies detected in how the user is accomplishing a
task.

In one example, the computing system 102 may be
configured to receive a plurality of voice commands that end
with performance of an operation, and present via the
display 104 a voice-command shortcut suggestion subse-
quently useable to perform the operation with fewer voice
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commands than the plurality of voice commands that were
previously used to effectuate the same eventual result.

In one example shown in FIG. 7, a user may perform a
multi-step process to purchase a movie from a movie store
page displayed in GUI 114. For example, the process may
include navigating to a genre section of the movie store that
lists a plurality of movies, then navigating to the particular
movie, then navigating to the details screen for purchasing
the movie, and finally selecting a purchase button to pur-
chase the movie. Upon completion of this purchase process,
computing system 102 may track the steps of the user and
determine that there is a more efficient approach to purchas-
ing the movie. In an attempt to correct the inefficiency,
computing system 102 may be configured to display a
voice-command suggestion 700 that provides a shortcut to
successfully perform the task of purchasing the movie in
fewer steps. In particular, the voice-command suggestion
states “get here faster—try saying ‘purchase movie A’ while
on the movie store page.”

In another example, a plurality of voice commands may
correspond to a plurality of user interface navigation opera-
tions that navigate from a starting user-interface location,
through one or more intermediate user-interface locations, to
an ending user-interface location. The computing system
102 may be configured to determine that there is a voice
command that results in navigating from the starting user-
interface location directly to the ending user-interface loca-
tion, and select a voice-command shortcut suggestion that
corresponds to the voice command for presentation.

In another example, a plurality of voice commands may
correspond to a plurality of user interface navigation opera-
tions that navigate to a virtual storefront and result in
purchasing and installing a media content item on the
computing system 102. The computing system 102 may be
configured to determine that there is a voice command that
results in purchasing a media content item directly without
navigating to the virtual storefront, and select the voice-
command shortcut suggestion corresponding to the voice
command for presentation.

Furthermore, in this example, the voice command is a
parameterized voice command that includes a name of a
media content item to be purchased. In some implementa-
tions, the computing system 102 may be configured to select
a personalized value of the parameter to present in place of
the parameter in the voice-command shortcut suggestion.
For example, when a user provides voice input that navi-
gates to the virtual storefront and purchases Halo, upon
completion of the purchase, the computing system may
present a voice-command shortcut suggestion that is per-
sonalized based on the user’s purchase habits (or another
characteristic of the user’s identity). In particular, the per-
sonalized voice-command shortcut suggestion may say “To
get there faster—Next time say ‘Buy Halo 2’ to purchase
Halo 2 without navigating to the virtual storefront.”

In some implementations, voice commands may be used
to control a wide range of media functions that involve
third-party A/V equipment in the entertainment environment
other than the computing system. Referring back to FIG. 1,
for example, voice commands may be used to control
operation of display device 104, content source device 106,
and capture device 108. It will be understood that voice
commands may be used to control any suitable A/V com-
ponent or device in communication with computing system
102 or recognized by the computing system.

In one example, voice commands may be used to control
third-party A/V devices configured to be controlled via IR
signals, such as would be received from an associated IR
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remote control device. In particular, computing system 102
may control the IR blaster of capture device 108 to send
signals responsive to a voice command. The IR signals may
be configured to be recognized by arbitrary third party A/V
devices to provide control of such devices. In some cases,
such A/V devices may be unable to natively respond to voice
commands. As such, the computing system 102 may provide
such capabilities via the IR blaster of the capture device 108.
For example, an initial setup process may be performed in
which users specify which A/V devices, content providers,
and programming services may be controlled by computing
system 102 via voice commands. Non-limiting examples of
voice commands that control A/V devices include com-
mands to: turn devices on and off individually or as a group,
change inputs, control volume, change channels, direct
navigation to channels based on content, channel number,
name or affiliate information, and control DVR functions
such as recording.

In some cases, in order to facilitate such functionality,
computing system 102 may be configured to communicate
with an online service, content provider, or another remote
computing system to obtain information related to function-
ality of the A/V devices and/or content provided by the A/V
devices. In one example, computing system 102 may be
configured to communicate with an online service to receive
IR signal codes that correspond to a particular A/V device.
In another example, computing system 102 may be config-
ured to communicate with an online service to receive
electronic programming guide (EPG) data or video on-
demand data for a user’s available TV programming. In one
example, a signal code may be derived from a programming
guide corresponding to an audio/video device. In some
cases, computing system 102 may collect such data during
the initial setup process recognizing A/V components of the
A/V stack. In one example, the program guide is received
from a remoter online service computing device prior to
selection of an operation corresponding to a machine-un-
derstandable representation of voice input. In some cases,
computing system 102 may collect such data dynamically,
such as responsive to a voice command.

An example scenario in which a computing system con-
trols an A/V device is shown in FIG. 8. At 802, the scenario
starts with a user saying “Computer watch ESPN.” In this
example, the word “Computer” may replace a conventional
push-to-talk trigger that would otherwise initiate voice
input. At 804, the capture device captures the speech of the
user as audio and video (A/V) data, via a microphone and
sends the captured A/V data to the computing system. The
computing system 102 may be configured to receive the
voice input from the capture device 108. At 806, the com-
puting system recognizes the words spoken by the user as a
voice command (e.g., by processing the A/V data with a
voice recognition system). In one example, the computing
system may be configured to translate the voice input into a
machine-understandable representation of the voice input.
Further, the computing system may be configured to select
an operation performable by an audio/video device and
corresponding to the machine-understandable representation
of the voice input.

In some implementations, the computing system may
identify the user that spoke the voice command or was
otherwise responsible for the voice input (e.g., via voice
print identification or a combination of facial recognition
and speaker correlation). Further, the computing system may
access the identified user’s profile of preferences and past
usage data to determine which of several “ESPN” channels
was most likely desired by that user.
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At 808, the computing system may send a request to an
online service for EPG data to determine which channel
number of the user’s content provider corresponds to ESPN.
In other words, the computing system may be configured to
identify a provider-specific version of the operation. More
particularly, in this example, the provider specific version is
identified by requesting a provider-specific identifier of the
content channel from the content provider of the content
channel.

At 810, the online service responds to the request by
sending the EPG data to the computing system. In some
implementations, the EPG data may be previously
requested, cached at the computing system, and locally
accessed responsive to receiving the voice input.

At 812, the computing system determines that the voice
command requires a channel on the user’s A/V device (e.g.,
cable box) to be changed, and determines an appropriate IR
signal code corresponding to that channel. In some cases, the
IR signal code may be determined based on information
received during the initial setup process. In other cases, the
computing system dynamically may request IR signal code
information from an online service. In either case, the
computing system may be configured to select an operation
performable by an audio/video device and corresponding to
the machine-understandable representation of the voice
input.

At 814, the computing system sends the IR signal code to
the capture device. At 816, the capture device blasts the IR
signal corresponding to the IR signal code to the entertain-
ment environment. In other words, the computing system
may be configured to broadcast, via a broadcast device, a
signal code for the operation in a format recognizable by the
audio/video device.

At 818, the A/V device receives the IR code and changes
the channel to ESPN. Further, at 820, the TV signal is routed
through the computing system’s HDMI input port and
passed through the computing system to a display device for
presentation to the user. In some implementations, the
computing system may provide a GUI overlaid on the TV
signal. For example, the GUI may provide voice-control
suggestions to control presentation of the TV channel or
operation of other aspects of the computing system and/or
other A/V devices.

Furthermore, it will be understood that voice commands
can be used for any suitable media-related actions. Non-
limiting examples of such actions may include turning
specific devices on and off; turning the entire A/V stack on
and off as a unit; changing audio or video inputs; controlling
volume (increasing or decreasing volume by varying
amounts, or muting/unmuting the volume); changing TV
channels based on channel number, channel name, or affili-
ate name; changing TV channels based on the current
programming (e.g., based on the name of the show); and
controlling DVR functions such as recording or playback of
previously recorded content.

In some cases, the operation selected as corresponding to
the machine-understandable representation of the voice
input may be a macro operation including a plurality of
sub-operations or steps. In such cases, the signal code that is
broadcast by the broadcast device may be one of a plurality
of signal codes. In some cases, a macro operation may
include the same operation being performed by a plurality of
different A/V devices. In this case, each of the plurality of
signal codes may be broadcast in a format recognizable by
a different audio/video device. In one example, the macro
operation may include “turning on” a plurality of A/V
devices in an A/V stack, and the sub-operations may include
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sending a signal code in each format recognizable by the
plurality of A/V devices. In some cases, the macro operation
may include a plurality of different signal codes sent to the
same A/V device. In this case, each of the plurality of signal
codes may be consecutively broadcast in the format recog-
nizable by the A/V device. In one example, a macro opera-
tion may include changing a channel to “736” on a cable
box, and signal codes corresponding to “7,” “3,” and “6”
may be consecutively broadcast in a format recognized by
the cable box.

Additional non-limiting examples of voice commands
that may be used to control the computing system or other
A/V devices may include: “Computer go home” to return to
the speaking user’s home page; “Computer go to <applica-
tion name>" to launch or switch back to a game or appli-
cation under the speaking user’s context; “Computer go to
<pinned content>" to launch or switch back to content
pinned by the user (e.g. website, music album, TV show);
“Computer snap <application name>" to launch an applica-
tion in a smaller snapped state, next to the currently running
application; “Computer unsnap” to hide the most recently
snapped application; “Computer switch” to switch the input
focus among snapped applications; “Computer watch TV”
to launch a TV application and immediately resume watch-
ing the most recently watched TV channel; “Computer play
music” to launch a music application and immediately
resume the most recently played playlist (or unpause play-
back); “Computer pause music,” “Computer next song” and
“Computer previous song” to manipulate music playing in
the background; “Computer call <friend’s name>" to start a
VOIP call with one of the speaking user’s friends; “Com-
puter hang up” to end the current VOIP background call; and
“Computer record that” to record the recent gameplay
footage and associate it with the speaking user’s online
profile.

FIG. 9 shows an example method 900 for presenting
personalized voice-command suggestions. For example, the
method 900 may be performed by the computing system 102
shown in FIG. 1 or the computing system 1400 shown in
FIG. 14.

At 902, the method 900 may include identifying a user
identity of one or more users interacting with a computing
system.

At 904, the method 900 may include recognizing a user as
a controlling user ready to provide voice input. In some
cases, the user may be a first user of a plurality of users
identified as interacting with the computing system.

At 906, the method 900 may include selecting a first voice
command from a set of voice commands based on a user
identity of the user while the first user is the controlling user.

At 908, the method 900 may include identifying a first
voice-command suggestion corresponding to the selected
voice command.

At 910, the method 900 may include presenting via a
display a graphical user interface including the first voice-
command suggestion.

At 912, the method 900 may include recognizing a second
user as the controlling user.

At 914, the method 900 may include selecting a second
voice command from the set of voice commands based on a
user identity of the second user while the second user is the
controlling user. The second voice command may differ
from the first voice command.

At 916, the method 900 may include identifying a second
voice-command suggestion corresponding to the second
selected voice command.
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At 918, the method 900 may include presenting via the
display the graphical user interface including the second
voice-command suggestion. The second voice-command
suggestion may differ from the first voice-command sug-
gestion.

Different users may have different preferences, tenden-
cies, skills, and knowledge of voice commands. Accord-
ingly, by personalizing voice-command suggestions pre-
sented to a user, the user may be more likely to provide voice
input as desired. Moreover, by dynamically changing the
voice-command suggestions presented in the graphical as
the controlling user changes, the voice-command sugges-
tions may be tuned to the individual characteristics of the
controlling user.

FIG. 10 shows an example method 1000 for presenting
context-specific voice-command suggestions. For example,
the method 1000 may be performed by the computing
system 102 shown in FIG. 1 or the computing system 1400
shown in FIG. 14.

At 1002, the method 1000 may include identifying one or
more contextual states of a graphical user interface pre-
sented via a display of the computing system.

At 1004, the method 1000 may include determining
whether the graphical user interface or the computing sys-
tem is operating in a plurality of identified contextual states.
If the graphical user interface or the computing system is
operating in a plurality of identified contextual states, then
the method 1000 moves to 1006. Otherwise, the method
1000 moves to 1008.

At 1006, the method 1000 may include assigning a
priority order to the plurality of identified contextual states.

At 1008, the method 1000 may include selecting a voice
command from a set of voice commands based on the
contextual state of the graphical user interface. In cases
where the graphical user interface or the computing system
is operating in a plurality of identified contextual states, at
1010, the method 1000 optionally may include selecting a
voice command from a set of voice commands according to
the priority order of the plurality of identified contextual
states.

At 1012, the method 1000 may include identifying a
context-specific voice-command suggestion corresponding
to the selected voice command.

At 1014, the method 1000 may include presenting via a
display a graphical user interface including the context-
specific voice-command suggestion.

By presenting voice command suggestions that are con-
text-specific, such voice-command suggestions may be more
likely to be applicable to current operations of the comput-
ing system, and thus more likely to be used by a user
interacting with the computing system.

FIG. 11 shows an example method 1100 for presenting
parameterized voice-command suggestions. For example,
the method 1100 may be performed by the computing
system 102 shown in FIG. 1 or the computing system 1400
shown in FIG. 14.

At 1102, the method 1100 optionally may include iden-
tifying a user identity of a user interacting with the com-
puting system.

At 1104, the method 1100 optionally may include iden-
tifying a contextual state of a graphical user interface
presented via a display of the computing system.

At 1106, the method 1100 may include selecting a param-
eterized voice command from a set of voice commands. The
parameterized voice command may include a root operation
and a parameter that modifies the root operation. The
parameterized voice command may be selected in any
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suitable manner. For example, the parameterized voice com-
mand may be selected based on the identified user identity,
the identified contextual state, a combination thereof, or
other selection criteria.

At 1108, the method 1100 may include selecting a first
value of the parameter of a parameterized voice-command
suggestion corresponding to the selected parameterized
voice command. The first value may be selected in any
suitable manner. For example, the first value of the param-
eter may be a personalized value selected based on the
identified user identity. As another example, the first value of
the parameter may be a context-specific value selected based
on the identified contextual state.

At 1110, the method 1100 may include identifying a
voice-command suggestion corresponding to the selected
parameterized voice command.

At 1112, the method 1100 may include presenting via a
display a graphical user interface including the voice-com-
mand suggestion with the first value of the parameter.

At 1114, the method 1100 may include determining
whether a duration has been exceeded. For example, the
duration may be a predetermined duration from when the
parameterized voice-command suggestion is presented. If
the duration has been exceeded, then the method 1100
moves to 1116. Otherwise, the method 1100 returns to 1114.

At 1116, the method 1100 may include selecting a second
value of the parameter. The second value may be selected in
any suitable manner as described above.

At 1118, the method 1100 may include presenting via the
display the graphical user interface including the voice-
command suggestion with the second value of the param-
eter.

By intelligently selecting the value of the parameter and
dynamically changing the value of the parameter, suitable
examples of the parameterized voice-command suggestion
may be more likely to be presented to a user to aid the user
in identifying a desired voice command.

FIG. 12 shows an example method 1200 for presenting a
voice-command shortcut suggestion. For example, the
method 1200 may be performed by the computing system
102 shown in FIG. 1 or the computing system 1400 shown
in FIG. 14.

At 1202, the method 1200 may include receiving a
plurality of voice commands that end with performance of
an operation.

At 1204, the method 1200 may include determining
whether the operation could have been performed using
fewer voice commands than the plurality of voice com-
mands. If the operation could have been performed using
fewer voice commands than the plurality of voice com-
mands, then the method 1200 moves to 1206. Otherwise, the
method 1200 returns to other operations.

At 1206, the method 1200 may include presenting via a
display a voice-command shortcut suggestion subsequently
useable to perform the operation with fewer voice com-
mands than the plurality of voice commands.

By suggesting voice commands that replace longer alter-
native processes previously carried out by the user, ineffi-
ciencies detected in how the user is accomplishing a task
may be corrected.

FIG. 13 shows an example method 1300 for controlling
audio/video (A/V) devices based on voice input. For
example, the method 1300 may be performed by the com-
puting system 102 shown in FIG. 1 or the computing system
1400 shown in FIG. 14.

At 1302, the method 1300 may include receiving, via a
microphone, voice input.
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At 1304, the method 1300 may include translating the
voice input into a machine-understandable representation of
the voice input.

At 1306, the method 1300 may include selecting an
operation performable by an audio/video device and corre-
sponding to the machine-understandable representation of
the voice input. In cases where the machine-understandable
representation corresponds to a plurality of candidate opera-
tions, selection of the operation may be incorporated into
disambiguating the operation from the plurality of candidate
operations.

In some case, the operation may be performed differently
based on a content provide that provides content to the
audio/video device. Accordingly, in such cases, at 1308, the
method 1300 optionally may include identifying a provider-
specific version of the operation.

At 1310, the method 1300 may include broadcasting, via
a broadcast device, a signal code for the operation in a
format recognizable by the audio/video device. In cases,
where the operation is a provider-specific version, at 1312,
the method 1300 optionally may include broadcasting, via a
broadcast device, a signal code for the provider-specific
version of the operation in a format recognizable by the
audio/video device.

In some implementations, the signal code may be
received from a remote online service computing device
responsive to a request made based on selection of the
operation. In other words, the signal code may be dynami-
cally received responsive to each such voice input. In other
implementations, the signal code may be received from a
remote online service computing device and stored locally
on the computing system prior to selection of the operation.
For example, an initialization operation may be performed
to download a signal code database to the computing system.

By using the computing system to receive voice input and
translate the voice input into appropriate operations, a uni-
form set of voice commands may be used to control a wide
range of media functions that involve third-party A/V
devices in an entertainment environment.

In some implementations, the above described approaches
may be tied to a computing system including one or more
computers. In particular, the approaches described herein
may be implemented as a computer application, computer
service, computer API, computer library, and/or other com-
puter program product.

FIG. 14 schematically shows a non-limiting implementa-
tion of a computing system 1400 that may be coupled to a
capture device 1412. Computing system 1400 is one non-
limiting example of computing system 102. Computing
system 1400 is shown in simplified form. It will be under-
stood that virtually any computer architecture may be used
without departing from the scope of this disclosure. In
different implementations, computing system 1400 may take
the form of a mainframe computer, server computer, desktop
computer, laptop computer, tablet computer, home-enter-
tainment computer, network computing device, gaming
device, mobile computing device, mobile communication
device (e.g., smart phone), etc.

Computing system 1400 includes a logic machine 1402
and a storage machine 1404. Computing system 1400 may
optionally include a display subsystem 1406, input subsys-
tem 1408, communication subsystem 1410, and/or other
components not shown in FIG. 14.

Logic machine 1402 includes one or more physical
devices configured to execute instructions. For example, the
logic machine may be configured to execute instructions that
are part of one or more applications, services, programs,
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routines, libraries, objects, components, data structures, or
other logical constructs. Such instructions may be imple-
mented to perform a task, implement a data type, transform
the state of one or more components, achieve a technical
effect, or otherwise arrive at a desired result.

The logic machine may include one or more processors
configured to execute software instructions. Additionally or
alternatively, the logic machine may include one or more
hardware or firmware logic machines configured to execute
hardware or firmware instructions. Processors of the logic
machine may be single-core or multi-core, and the instruc-
tions executed thereon may be configured for sequential,
parallel, and/or distributed processing. Individual compo-
nents of the logic machine optionally may be distributed
among two or more separate devices, which may be
remotely located and/or configured for coordinated process-
ing. Aspects of the logic machine may be virtualized and
executed by remotely accessible, networked computing
devices configured in a cloud-computing configuration.

Storage machine 1404 includes one or more physical
devices configured to hold instructions executable by the
logic machine to implement the methods and processes
described herein. When such methods and processes are
implemented, the state of storage machine 1404 may be
transformed—e.g., to hold different data.

Storage machine 1404 may include removable and/or
built-in devices. Storage machine 1404 may include optical
memory (e.g., CD, DVD, HD-DVD, Blu-Ray Disc, etc.),
semiconductor memory (e.g., RAM, EPROM, EEPROM,
etc.), and/or magnetic memory (e.g., hard-disk drive, floppy-
disk drive, tape drive, MRAM, etc.), among others. Storage
machine 1404 may include volatile, nonvolatile, dynamic,
static, read/write, read-only, random-access, sequential-ac-
cess, location-addressable, file-addressable, and/or content-
addressable devices.

It will be appreciated that storage machine 1404 includes
one or more physical devices. However, aspects of the
instructions described herein alternatively may be propa-
gated by a communication medium (e.g., an electromagnetic
signal, an optical signal, etc.) that is not held by a physical
device for a finite duration.

Aspects of logic machine 1402 and storage machine 1404
may be integrated together into one or more hardware-logic
components. Such hardware-logic components may include
field-programmable gate arrays (FPGAs), program- and
application-specific integrated circuits (PASIC/ASICs), pro-
gram- and application-specific standard products (PSSP/
ASSPs), system-on-a-chip (SOC), and complex program-
mable logic devices (CPLDs), for example.

The terms “module,” “program,” and “engine” may be
used to describe an aspect of computing system 1400
implemented to perform a particular function. In some cases,
a module, program, or engine may be instantiated via logic
machine 1402 executing instructions held by storage
machine 1404. It will be understood that different modules,
programs, and/or engines may be instantiated from the same
application, service, code block, object, library, routine, API,
function, etc. Likewise, the same module, program, and/or
engine may be instantiated by different applications, ser-
vices, code blocks, objects, routines, APIs, functions, etc.
The terms “module,” “program,” and “engine” may encom-
pass individual or groups of executable files, data files,
libraries, drivers, scripts, database records, etc.

It will be appreciated that a “service”, as used herein, is
an application program executable across multiple user
sessions. A service may be available to one or more system
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components, programs, and/or other services. In some
implementations, a service may run on one or more server-
computing devices.

When included, display subsystem 1406 may be used to
present a visual representation of data held by storage
machine 1404. This visual representation may take the form
of a graphical user interface (GUI). As the herein described
methods and processes change the data held by the storage
machine, and thus transform the state of the storage
machine, the state of display subsystem 1406 may likewise
be transformed to visually represent changes in the under-
lying data. Display subsystem 1406 may include one or
more display devices utilizing virtually any type of technol-
ogy. Such display devices may be combined with logic
machine 1402 and/or storage machine 1404 in a shared
enclosure, or such display devices may be peripheral display
devices.

When included, input subsystem 1408 may comprise or
interface with one or more user-input devices such as a
keyboard, mouse, touch screen, or game controller. In some
implementations, the input subsystem may comprise or
interface with selected natural user input (NUI) componen-
try. Such componentry may be integrated or peripheral, and
the transduction and/or processing of input actions may be
handled on- or off-board. Example NUI componentry may
include a microphone for speech and/or voice recognition;
an infrared, color, stereoscopic, and/or depth camera for
machine vision and/or gesture recognition; a head tracker,
eye tracker, accelerometer, and/or gyroscope for motion
detection and/or intent recognition; as well as electric-field
sensing componentry for assessing brain activity.

When included, communication subsystem 1410 may be
configured to communicatively couple computing system
1400 with one or more other computing devices. Commu-
nication subsystem 1410 may include wired and/or wireless
communication devices compatible with one or more dif-
ferent communication protocols. As non-limiting examples,
the communication subsystem may be configured for com-
munication via a wireless telephone network, or a wired or
wireless local- or wide-area network. In some implementa-
tions, the communication subsystem may allow computing
system 1400 to send and/or receive messages to and/or from
other devices via a network such as the Internet.

Capture device 1412 may be configured to provide sensor
data indicative of natural user input to computing system
1400. More particularly, capture device may include a depth
camera 1420 configured to generate depth information about
an object based upon image information generated by an
image sensor from detected illumination light and to output
the depth information to the computing device 1400. To this
end, capture device 1412 includes a logic machine 1414 and
a storage machine 1416. To detect the user input, the capture
device 1412 receives low-level input (e.g., signal) from an
array of sensory components, which may include one or
more visible light cameras 1418, depth cameras 1420, and
microphones 1422. Other example componentry included in
the capture device may include one or more infrared or
stereoscopic cameras; a head tracker, eye tracker, acceler-
ometer, and/or gyroscope for motion detection and/or intent
recognition; as well as electric-field sensing componentry
for assessing brain activity. In some implementations, the
capture device may comprise or interface with one or more
user-input devices such as a keyboard, mouse, touch screen,
or game controller. Furthermore, capture device 1412 may
include a broadcast device 1424 configured to broadcast
signals to different A/V devices. In one example, the broad-
cast device includes an infrared broadcast device configured
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to broadcast infrared signals to the audio/video device. In
another example, the broadcast device includes a local-area
network broadcast device configured to broadcast wired or
wireless signals to the audio/video device. In another
example, the broadcast device includes a consumer elec-
tronic control broadcast device configured to broadcast
consumer electronic control signals to the audio/video
device via high-definition multimedia interface links.

Capture device 1412 may processes low-level input from
the sensory components to yield an actionable, high-level
input to computing system 1400. Such action may generate
corresponding user input or other high-level commands,
which are received in computing system 1400. In some
implementations, capture device 1412 and sensory compo-
nentry may be integrated together, at least in part. In other
implementations, the capture device may be integrated with
the computing system and receive low-level input from
peripheral sensory components.

An example provides, on a computing system, a method
for suggesting voice commands to control user interaction
with the computing system, the method comprising identi-
fying a user identity of a user interacting with the computing
system, selecting a voice command from a set of voice
commands based on the user identity, identifying a voice-
command suggestion corresponding to the voice command,
and presenting, via a display, a graphical user interface
including the voice-command suggestion. In such an
example, voice commands that have previously been suc-
cessfully employed by the user optionally are associated
with the user identity, and a voice command that has not
previously been successfully employed by the user option-
ally is selected as the voice command. In such an example,
applications of the computing system previously used by the
user optionally are associated with the user identity, and a
voice command for controlling an application that has been
used by the user optionally is selected as the voice com-
mand. In such an example, voice commands corresponding
to voice-command suggestions that have previously been
presented to the user optionally are associated with the user
identity, and voice-command suggestions that have been
previously presented to the user and ignored by the user
optionally are omitted from being selected as the voice
command for a designated period. In such an example, the
method optionally further comprises receiving via user input
a request for voice-command suggestions, and the voice-
command suggestion optionally is presented in a voice-
command suggestion overlay positioned in front of a cur-
rently displayed user interface in response to receiving the
request. In such an example, the method optionally further
comprises identifying a contextual state of the graphical user
interface, and the voice command optionally is selected
from a context-specific subset of the set of voice commands,
the context-specific subset including voice commands for
controlling operation of the computing system in the con-
textual state. In such an example, the contextual state
optionally includes one or more of a music state, a video
state, a gameplay state, and a communication state. In such
an example, identifying the contextual state of the graphical
user interface optionally includes identitying a plurality of
contextual states, and the method optionally further com-
prises assigning a priority order to the plurality of contextual
states, and the voice command optionally is selected accord-
ing to the priority order. In such an example, the voice
command optionally includes a parameterized voice com-
mand including a root operation and a parameter that
modifies the root operation, and the method optionally
further comprises selecting a personalized value of the
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parameter based on the user identity, and presenting via the
display a voice-command suggestion with the personalized
value of the parameter. In such an example, the personalized
value of the parameter optionally is a first personalized
value, and the method optionally further comprises in
response to exceeding a duration, selecting a second per-
sonalized value of the parameter based on the user identity,
the second personalized value differing from the first per-
sonalized value, and presenting the parameterized voice-
command suggestion with the second personalized value.
Any or all of the above-described examples may be com-
bined in any suitable manner in various implementations.

Another example provides a computing system, compris-
ing a logic machine, and a storage machine holding instruc-
tions executable by the logic machine to recognize a first
user of a plurality of users interacting with the computing
system as a controlling user ready to provide voice input,
select a voice command from a set of voice commands based
on a user identity of the first user while the first user is the
controlling user, identify a voice-command suggestion cor-
responding to the selected voice command, and present via
a display a graphical user interface including the voice-
command suggestion. In such an example, optionally the
voice command is a first voice command, the voice-com-
mand suggestion optionally is a first voice-command sug-
gestion, and the storage machine optionally further holds
instructions executable by the logic machine to recognize a
second user of the plurality of users as the controlling user,
select a second voice command from the set of voice
commands based on a user identity of the second user while
the second user is the controlling user, the second voice
command differing from the first voice command, identify a
second voice-command suggestion corresponding to the
second selected voice command, and present via the display
the graphical user interface including the second voice-
command suggestion, the second voice-command sugges-
tion differing from the first voice-command suggestion. In
such an example, the first voice-command suggestion
optionally is presented with a first visual indication that the
first voice-command suggestion applies to the first user, and
the second voice-command suggestion optionally is pre-
sented with a second visual indication that the second
voice-command suggestion applies to the second user, the
first visual indication differing from the second visual indi-
cation. In such an example, the storage machine optionally
further holds instructions executable by the logic machine to
identify a contextual state of the graphical user interface, and
wherein the voice command optionally is selected from a
context-specific subset of the set of voice commands, the
context-specific subset including voice commands for con-
trolling operation of the computing system in the contextual
state. In such an example, the contextual state optionally
includes one or more of a music state, a video state, a
gameplay state, and a communication state. In such an
example, identifying the contextual state of the graphical
user interface optionally includes identitying a plurality of
contextual states, and wherein the storage machine option-
ally further holds instructions executable by the logic
machine to assign a priority order to the plurality of con-
textual states, and wherein the voice command optionally is
selected according to the priority order. Any or all of the
above-described examples may be combined in any suitable
manner in various implementations.

Another example provides a computing system, compris-
ing a logic machine, and a storage machine holding instruc-
tions executable by the logic machine to identify a user
identity of a user interacting with the computing system,
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select a parameterized voice command from a set of voice
commands based on the user identity, the parameterized
voice command including a root operation and a parameter
that modifies the root operation, select a personalized value
of the parameter based on the user identity, identify a
parameterized voice-command suggestion corresponding to
the selected parameterized voice command, and present via
a display a graphical user interface including the parameter-
ized voice-command suggestion with the personalized value
of the parameter. In such an example, the personalized value
of the parameter optionally is a first personalized value, and
wherein the storage machine optionally further holds
instructions executable by the logic machine to in response
to exceeding a duration, select a second personalized value
of the parameter based on the user identity, the second
personalized value differing from the first personalized
value, and present via the display the parameterized voice-
command suggestion with the second personalized value of
the parameter. In such an example, the personalized value of
the parameter optionally is a first personalized value selected
based on a first user identity of a first user, and wherein the
storage machine optionally further holds instructions
executable by the logic machine to identify a plurality of
user identities of users interacting with the computing sys-
tem, in response to exceeding a duration, select a second
personalized value of the parameter based on a second user
identity of a second user of the plurality of users, the second
personalized value differing from the first personalized
value, and present via the display the parameterized voice-
command suggestion with the second personalized value of
the parameter. In such an example, the storage machine
optionally further holds instructions executable by the logic
machine to identify a contextual state of the graphical user
interface, and wherein the parameterized voice command is
selected from a context-specific subset of the set of voice
commands, the context-specific subset including voice com-
mands for controlling operation of the computing system in
the contextual state. Any or all of the above-described
examples may be combined in any suitable manner in
various implementations.

Another example provides, on a computing system, a
method for suggesting voice commands to control user
interaction with the computing system, the method compris-
ing identifying a contextual state of a graphical user inter-
face presented via a display of the computing system,
selecting a voice command from a set of voice commands
based on the contextual state of the graphical user interface,
identifying a context-specific voice-command suggestion
corresponding to the selected voice command, and present-
ing via a display a graphical user interface including the
context-specific voice-command suggestion. In such an
example, the contextual state optionally includes one or
more of a music state, a video state, a gameplay state, and
a communication state. In such an example identifying a
contextual state of the graphical user interface optionally
includes identifying a plurality of contextual states, and the
method optionally further comprises assigning a priority
order to the plurality of contextual states, and wherein the
voice command is selected according to the priority order. In
such an example, a first contextual state of the plurality of
contextual states that currently has focus over the other of
the plurality of contextual states optionally is assigned a
highest priority of the priority order. In such an example, a
plurality of voice commands optionally are selected for
presentation as context-specific voice-command sugges-
tions, and a selected number of context-specific voice-
command suggestions corresponding to a first contextual
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state having a first priority optionally is greater than a
selected number of context-specific voice-command sugges-
tions corresponding to a second contextual state having a
second priority that is lower than the first priority. In such an
example, context-specific voice-command suggestions cor-
responding to a first contextual state optionally are presented
with a first visual indication, and wherein context-specific
voice-command suggestions corresponding to a second con-
textual state are presented with a second visual indication
different than the first visual indication. In such an example,
the method optionally further comprises identifying a user
identity of a user interacting with the computing system, and
wherein the voice command optionally is selected from the
set of voice commands based on the user identity and the
contextual state. In such an example, voice commands
corresponding to the contextual state that have previously
been successfully employed by the user optionally are
associated with the user identity, and wherein a voice
command corresponding to the contextual state that has not
previously been successfully employed by the user option-
ally is selected as the voice command. In such an example,
context-specific voice-command suggestions that have pre-
viously been presented to the user optionally are associated
with the user identity, and wherein context-specific voice-
command suggestions that have been previously presented
to the user and ignored by the user optionally are omitted
from being selected as the voice command for a designated
period. In such an example, the voice command optionally
is a parameterized voice command including a root opera-
tion and a parameter that modifies the root operation, and the
method optionally further comprises selecting a context-
specific value of the parameter based on the contextual state,
and presenting via the display the graphical user interface
including a parameterized context-specific voice-command
suggestion with the context-specific value of the parameter.
In such an example, the context-specific value optionally is
a first context-specific value, and the method optionally
further comprises in response to exceeding a duration,
selecting a second context-specific value of the parameter
based on the contextual state, the second context-specific
value being different than the first context-specific value,
and presenting via the display the parameterized context-
specific voice-command suggestion with the second con-
text-specific value of the parameter. Any or all of the
above-described examples may be combined in any suitable
manner in various implementations.

Another example provides a computing system, compris-
ing a logic machine; and a storage machine holding instruc-
tion executable by the logic machine to select a parameter-
ized voice command from a set of voice commands, the
parameterized voice command including a root operation
and a parameter that modifies the root operation, identify a
parameterized voice-command suggestion corresponding to
the selected parameterized voice command, and present via
a display a graphical user interface including the parameter-
ized voice-command suggestion with a first value of the
parameter, in response to exceeding a duration, present via
the display the graphical user interface including the param-
eterized voice-command suggestion with a second value of
the parameter that differs from the first value of the param-
eter. In such an example, the storage machine optionally
further holds instructions executable by the logic machine to
identify a user identity of a user interacting with the com-
puting system, select the first value of the parameter based
on the user identity, and select the second value of the
parameter based on the user identity. In such an example, the
storage machine optionally further holds instructions
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executable by the logic machine to identify a plurality of
user identities corresponding to a plurality of users interact-
ing with the computing system, select the first value of the
parameter based on a first user identity of the plurality of
user identities, and select the second value of the parameter
based a second user identity of the plurality of user identi-
ties, the first user identity differing from the second user
identity. In such an example, the storage machine optionally
further holds instructions executable by the logic machine to
identify a contextual state of the graphical user interface,
select the first value of the parameter based on the contextual
state, and select the second value of the parameter based on
the contextual state. In such an example, the storage
machine optionally further holds instructions executable by
the logic machine to identify a plurality of applications
installed on the computing system, select the first value of
the parameter based on a first application of the plurality of
applications, and select the second value of the parameter
based on a second application of the plurality of applica-
tions, the first application differing from the second appli-
cation. Any or all of the above-described examples may be
combined in any suitable manner in various implementa-
tions.

Another example provides a computing system, compris-
ing a logic machine; and a storage machine holding instruc-
tion executable by the logic machine to receive a plurality of
voice commands that end with performance of an operation,
and present via a display a voice-command shortcut sug-
gestion subsequently useable to perform the operation with
fewer voice commands than the plurality of voice com-
mands. In such an example, the plurality of voice commands
optionally include a plurality of user interface navigation
operations that navigate from a starting user-interface loca-
tion, through one or more intermediate user-interface loca-
tions, and to an ending user-interface location, and the
voice-command shortcut suggestion optionally corresponds
to a voice command that navigates from the starting user-
interface location directly to the ending user-interface loca-
tion. In such an example, the plurality of voice commands
optionally include a plurality of user interface navigation
operations that navigate to a virtual storefront, the operation
optionally includes installing on the computing system a first
media content item purchased from the virtual storefront,
and the voice-command shortcut suggestion optionally cor-
responds to a voice command to purchase a second media
content item directly without navigating to the virtual store-
front. In such an example, the storage machine optionally
further holds instructions executable by the logic machine to
identify a user identity of a user interacting with the com-
puting system, and wherein the second media content item
is selected based on the user identity. Any or all of the
above-described examples may be combined in any suitable
manner in various implementations.

Another example provides, on a computing system, a
method comprising receiving, via a microphone, voice
input, translating the voice input into a machine-understand-
able representation of the voice input, selecting an operation
performable by an audio/video device and corresponding to
the machine-understandable representation of the voice
input, and broadcasting, via a broadcast device, a signal code
for the operation in a format recognizable by the audio/video
device. In such an example, the broadcast device optionally
includes an infrared broadcast device configured to broad-
cast infrared signals to the audio/video device. In such an
example, the broadcast device optionally includes a local-
area network broadcast device configured to broadcast wired
or wireless signals to the audio/video device. In such an
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example, the broadcast device optionally includes a con-
sumer electronic control broadcast device configured to
broadcast consumer electronic control signals to the audio/
video device via high-definition multimedia interface links.
In such an example, the operation optionally is a macro
operation, and the signal code is one of a plurality of signal
codes, each of the plurality of signal codes being broadcast
in a format recognizable by a different audio/video device.
In such an example, the operation optionally is a macro
operation, and the signal code is one of a plurality of signal
codes, each of the plurality of signal codes being consecu-
tively broadcast in the format recognizable by the audio/
video device. In such an example, the signal code optionally
is derived from a program guide corresponding to the
audio/video device. In such an example, the program guide
optionally is received from a remote online service comput-
ing device prior to selection of the operation. Any or all of
the above-described examples may be combined in any
suitable manner in various implementations.

Another example, provides a computing system, compris-
ing a logic machine, and a storage machine holding instruc-
tions executable by the logic machine to receive, via a
microphone, voice input, translate the voice input into a
machine-understandable representation of the voice input,
select an operation performable by an audio/video device
and corresponding to the machine-understandable represen-
tation of the voice input, and broadcast, via a broadcast
device, a signal code for the operation in a format recog-
nizable by the audio/video device. In such an example, the
broadcast device optionally includes an infrared broadcast
device configured to broadcast infrared signals to the audio/
video device. In such an example, the broadcast device
optionally includes a local-area network broadcast device
configured to broadcast wired or wireless signals to the
audio/video device. In such an example, the broadcast
device optionally includes a consumer electronic control
broadcast device configured to broadcast consumer elec-
tronic control signals to the audio/video device via high-
definition multimedia interface links. In such an example,
the operation optionally is a macro operation, and the signal
code is one of a plurality of signal codes, each of the
plurality of signal codes being broadcast in a format recog-
nizable by a different audio/video device. In such an
example, the operation optionally is a macro operation, and
the signal code is one of a plurality of signal codes, each of
the plurality of signal codes being consecutively broadcast
in the format recognizable by the audio/video device. In
such an example, the signal code optionally is received from
a remote online service computing device responsive to a
request made based on selection of the operation. In such an
example, the signal code optionally is received from a
remote online service computing device and stored locally
on the computing system prior to selection of the operation.
Any or all of the above-described examples may be com-
bined in any suitable manner in various implementations.

Another example provides, on a computing system, a
method comprising receiving, via a microphone, voice
input, translating the voice input into a machine-understand-
able representation of the voice input, selecting an operation
performable by an audio/video device and corresponding to
the machine-understandable representation of the voice
input, identifying a provider-specific version of the opera-
tion, and broadcasting, via a broadcast device, a signal code
for the provider-specific version of the operation in a format
recognizable by the audio/video device. In such an example,
the signal code optionally is received from a remote online
service computing device responsive to a request made
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based on selection of the operation. In such an example, the
signal code optionally is received from a remote online
service computing device and stored locally on the comput-
ing system prior to selection of the operation. In such an
example, the operation optionally includes presenting, via a
presentation device, a content channel, and identifying the
provider-specific version of the operation includes request-
ing a provider-specific identifier of the content channel from
a content provider of the content channel. Any or all of the
above-described examples may be combined in any suitable
manner in various implementations.

It will be understood that the configurations and/or
approaches described herein are exemplary in nature, and
that these specific implementations or examples are not to be
considered in a limiting sense, because numerous variations
are possible. The specific routines or methods described
herein may represent one or more of any number of pro-
cessing strategies. As such, various acts illustrated and/or
described may be performed in the sequence illustrated
and/or described, in other sequences, in parallel, or omitted.
Likewise, the order of the above-described processes may be
changed.

The subject matter of the present disclosure includes all
novel and nonobvious combinations and subcombinations of
the various processes, systems and configurations, and other
features, functions, acts, and/or properties disclosed herein,
as well as any and all equivalents thereof.

The invention claimed is:

1. On a computing system, a method for suggesting voice
commands to control user interaction with the computing
system, the method comprising:

identifying a user identity of a user interacting with the

computing system;

selecting a voice command from a set of voice commands

based on the user identity;

identifying a voice-command suggestion corresponding

to the voice command wherein voice commands cor-
responding to voice-command suggestions that have
previously been presented to the user are associated
with the user identity, and wherein voice-command
suggestions that have been previously presented to the
user and ignored by the user are omitted from being
selected as the voice command for a designated period;
and

presenting, via a display, a graphical user interface includ-

ing the voice-command suggestion.

2. The method of claim 1, wherein voice commands that
have previously been successfully employed by the user are
associated with the user identity, and wherein a voice
command that has not previously been successfully
employed by the user is selected as the voice command.

3. The method of claim 1, wherein applications of the
computing system previously used by the user are associated
with the user identity, and wherein a voice command for
controlling an application that has been used by the user is
selected as the voice command.

4. The method of claim 1, further comprising:

receiving via user input a request for voice-command

suggestions; and

wherein the voice-command suggestion is presented in a

voice-command suggestion overlay positioned in front
of a currently displayed user interface in response to
receiving the request.

5. The method of claim 1, further comprising:

identifying a contextual state of the graphical user inter-

face; and
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wherein the voice command is selected from a context-
specific subset of the set of voice commands, the
context-specific subset including voice commands for
controlling operation of the computing system in the
contextual state.

6. The method of claim 5, wherein the contextual state
includes one or more of a music state, a video state, a
gameplay state, and a communication state.

7. The method of claim 5, wherein identifying the con-
textual state of the graphical user interface includes identi-
fying a plurality of contextual states, and the method further

comprises:
assigning a priority order to the plurality of contextual
states; and

wherein the voice command is selected according to the

priority order.

8. The method of claim 1, wherein the voice command
includes a parameterized voice command including a root
operation and a parameter that modifies the root operation,
and wherein the method further comprises:

selecting a personalized value of the parameter based on

the user identity; and

presenting via the display a voice-command suggestion

with the personalized value of the parameter.

9. The method of claim 8, wherein the personalized value
of the parameter is a first personalized value, and wherein
the method further comprises:

in response to exceeding a duration, selecting a second

personalized value of the parameter based on the user
identity, the second personalized value differing from
the first personalized value; and

presenting the parameterized voice-command suggestion

with the second personalized value.

10. A computing system, comprising:

a logic machine; and

a storage machine holding instructions executable by the

logic machine to:

recognize a first user of a plurality of users interacting
with the computing system as a controlling user
ready to provide voice input;

select a first voice command from a set of voice
commands based on a user identity of the first user
while the first user is the controlling user;

identify a first voice-command suggestion correspond-
ing to the selected voice command;

present via a display a graphical user interface includ-
ing the first voice-command suggestion with a first
visual indication that the first voice-command sug-
gestion applies to the first user;

recognize a second user of the plurality of users as the

controlling user;
select a second voice command from the set of voice
commands based on a user identity of the second user
while the second user is the controlling user, the second
voice command differing from the first voice com-
mand;
identify a second voice-command suggestion correspond-
ing to the second selected voice command; and

present via the display the graphical user interface includ-
ing the second voice-command suggestion with a sec-
ond visual indication that the second voice-command
suggestion applies to the second user, the second voice-
command suggestion differing from the first voice-
command suggestion, and the first visual indication
differing from the second visual indication.
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11. The computing system of claim 10, wherein the
storage machine further holds instructions executable by the
logic machine to:

identify a contextual state of the graphical user interface;

and

wherein the voice command is selected from a context-

specific subset of the set of voice commands, the
context-specific subset including voice commands for
controlling operation of the computing system in the
contextual state.

12. The computing system of claim 11, wherein the
contextual state includes one or more of a music state, a
video state, a gameplay state, and a communication state.

13. The computing system of claim 11, wherein identi-
fying the contextual state of the graphical user interface
includes identifying a plurality of contextual states, and
wherein the storage machine further holds instructions
executable by the logic machine to:

assign a priority order to the plurality of contextual states;

and

wherein the voice command is selected according to the

priority order.

14. A computing system, comprising:

a logic machine; and

a storage machine holding instructions executable by the

logic machine to:

identify a user identity of a user interacting with the
computing system;

select a parameterized voice command from a set of
voice commands based on the user identity, the
parameterized voice command including a root
operation and a parameter that modifies the root
operation;

select a first personalized value of the parameter based
on the user identity;

identify a parameterized voice-command suggestion
corresponding to the selected parameterized voice
command;

present via a display a graphical user interface includ-
ing the parameterized voice-command suggestion
with the first personalized value of the parameter;

in response to exceeding a duration, select a second
personalized value of the parameter based on the
user identity, the second personalized value differing
from the first personalized value; and

present via the display the parameterized voice-com-
mand suggestion with the second personalized value
of the parameter.

15. The computing system of claim 14, wherein the
personalized value of the parameter is a first personalized
value selected based on a first user identity of a first user, and
wherein the storage machine further holds instructions
executable by the logic machine to:

identify a plurality of user identities of users interacting

with the computing system;

in response to exceeding a duration, select a second

personalized value of the parameter based on a second
user identity of a second user of the plurality of users,
the second personalized value differing from the first
personalized value; and

present via the display the parameterized voice-command

suggestion with the second personalized value of the
parameter.

16. The computing system of claim 14, wherein the
storage machine further holds instructions executable by the
logic machine to:
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identify a contextual state of the graphical user interface;
and

wherein the parameterized voice command is selected
from a context-specific subset of the set of voice
commands, the context-specific subset including voice 5
commands for controlling operation of the computing
system in the contextual state.
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